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Abstract—Dental caries is the most common disease and is 

reported as one of the oldest diseases. To avoid the occurrence 

of dental caries, there are four ways; maintaining oral hygiene, 

consuming healthy food, adequate fluoride and giving fracture 

sealers. Regular dental check-ups can also reduce the risk of 

developing this disease. In detecting this disease, dentists often 

fail. This failure was due to the inability to detect early enamel 

lesions that had not yet developed into cavitation. In this regard, 

new techniques were developed to help detect this disease. This 

method uses 10-folds cross validation. This cross validation 

divides 90% (1256 images) for the train data and 10% (132 

images) for the test. In this research using the Zernike moment 

method for feature extraction. The average results of training 

accuracy are 94.55%, 84.24%, and 88.46% and the average 

results of training times are 0.74, 1.63, and 0.77 seconds for K-

Nearest Neighbor (KNN), Support Vector Machine (SVM), and 

Decision Tree (DT), respectively. This research has obtained 

perfect performances of classification which are represented 

with AUC values more than 0.95 for each model. 

Keywords—dental caries, dentistry, machine learning, KNN, 

SVM, DT 

I. INTRODUCTION

Dental caries is the most common disease and is reported 
as one of the oldest diseases [1]. According to the Global 
Burden of Disease Study 2019 (GBD 2019), 2 billion people 
are affected by caries in permanent teeth and 520 million 
children are affected by caries in primary teeth [2]. Caries 
occurs when plaque builds up on the tooth surface. Plaque is 
formed from sugars from food and drink that turn into acids 
that damage teeth over a long period of time [3]. 

Apart from consuming sugar continuously, lack of 
fluoride and lack of dental hygiene are also causes [3]. To 
avoid the occurrence of dental caries, there are four ways; 
maintaining oral hygiene, consuming healthy food, adequate 
fluoride and giving fissure sealants [4]. Regular dental check-
ups can also reduce the risk of developing this disease [5]. 

In detecting this disease, dentists often fail. This failure 
was due to the inability to detect early enamel lesions that had 
not yet developed into cavitation [6]. Cavitation is caries that 

has occurred for weeks or even years on the tooth surface [7]. 
In this regard, new techniques were developed to help detect 
this disease [6]. 

Recently, it is known that artificial intelligence has 
become important in the fields of medicine and dentistry [8]. 
One of them is the use of artificial neural network which was 
studied by Geetha et al., to detect the presence of caries or not 
in 105 radiography images. The result is caries detection 
accuracy is 97.1% and false positive is 2.8% [9]. This research 
shows that the neural network is much more accurate than the 
traditional method [8]. 

Other studies were also conducted by Elias D Berdouses 
et al. to detect and classify occlusal caries in 2015. As a result, 
the methodology correctly detected 337 out of 340 regions in 
detecting stages with a detection accuracy of 80% and an 
overall accuracy of 83% [10]. In 2008 there was also research 
to diagnose proximal dental caries by Devito et al. The 
accuracy obtained is 88.4% [11]. Machine learning method is 
also used to diagnose the prediction of root caries by Man 
Hung et al. The results show that SVM produces an accuracy 
of 97.1% [12]. 

Apart from dental caries, AI can also be used to restore 
teeth in research by Abdalla-Aslan R et al. since 2020. As a 
result, the algorithm used can detect 93.6% of the restored 
teeth in 83 panoramic images [13]. Another research was 
conducted by Javed et al, in 2019 which also used AI. This 
research predicts pre- and post-Streptococcus mutans using an 
iOS-based application which produces an accuracy of 99.03% 
[14]. This shows that AI can solve this problem. 

Based on the problems above, it can be concluded that 
machine learning can be a solution. The solution is expected 
to help dentists in diagnosing dental caries. Dental caries in 
this research was divided into four classes whose complete 
details and methods can be found in the methodology section. 

II. METHODOLOGY

This research has several stages. This stage is made so that 
the research can run well. There are two tools used, namely 
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hardware and software. The hardware used in this research is 
listed in Table I, while the software uses the Matlab 2020a. 

TABLE I. SPECIFICATIONS ON HARDWARE 

Hardware 
Characteristic 

RAM 16 GB 

Processor Core i5 9400f 

Graphics Nvidia RTX 2060 6GB 

There are four classes in this research, namely 1, 2, 3 and 
4. In class 1 there are 125 original image data, class 2 is 94,
class 3 is 80 and class 4 is 48, the details are presented in Table
II.

TABLE II. IMAGE DATA 

Training Testing Total 

Class 1 452 48 500 

Class 2 340 36 376 

Class 3 288 32 320 

Class 4 176 16 192 

Total Data 1256 132 1388 

The data is divided into 2 parts, namely train data and test 
data. This method uses 10-fold cross validation. This cross-
validation technique is commonly used [15].This cross 
validation divides 90% (1256 images) for the train data and 
10% (132 images) for the test [16]. 

A. Preprocessing

In this research, there is a flowchart shown in Figure 1.

In the pre-processing stage, the image data is prepared to
be processed on the system built. This stage consists of five 
steps, these steps are, 

1) Cropping: Image data is cropped to take the
important parts that will be used in this system. 

2) Grayscale: The cropped image data is then converted
into a grayscale image of the original image. The purpose of 
this stage is to reduce the computational requirements and 
simplify the algorithm [17]. 

3) Image Enhancement: Image data is also enhanced;
this aims to improve image quality so that it can be read 
properly on the system used [18].  

4) Resizing: The image data to be used is resizing to
455x455 pixels. This goal is done so that all images have the 
same resolution so that they can be used properly. 

5) Augmentation: This stage is used as a process to
modify an image. The original image is then changed in 
position or shape. This process aims so that the system can 
produce more accurate results. In this research using 3 ways, 
namely flip vertical, flip horizontal, and flip vertical 
horizontal [19]. 

B. Feature Extraction

The pre-processed data is then used by Zernike moment
for feature extraction. Zernike moment is a method for 
projecting an image into an orthogonal function. This function 
makes this method has advantages, one of which is the ease of 
image reconstruction. In addition, this method also does not 
change the value of the rotated image [20]. The results of 
feature extraction in this research are presented in Table III. 

Fig. 1. Flowchart of Research.

SVM 

Image data 

Zernike moment 
Features 

10 folds-Cross Validation 

Analysis 

End 

Start 

KNN DT 
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TABLE III. AVERAGE VALUE AND STANDARD DEVIATION OF ZERNIKE MOMENT INVARIANT FEATURE EXTRACTION 

Feature Class 1 Class 2 Class 3 Class 4 

Feature 1 (Z) 0.003 ± 0.008 -0.001 ± 0.007 -0.002 ± 0.005 -0.003 ± 0.005 

Feature 2 (AOH) 0.008 ± 0.006 0.007 ± 0.005 0.006 ± 0.006 0.006 ± 0.006 

Feature 3 (PhiOH) -0.661 ± 90.252 -1.199 ± 119.236 1.266 ± 120.260 -0.089 ± 124.709 

C. Classifications

As presented in Figure 1, this study employed three models: 
Fine K-Nearest Neighbor (KNN), Fine Gaussian Support 
Vector Machine (SVM) dan Fine Decision Tree (DT). The 
results are shown the training and the testing results. The 
training results was analyzed by using the best accuracy 
training results based on ROC curves. The 10-fold cross 
validation resulted the 10 values of training accuracies and 
training times. The testing results are shown by accuracy, 
precision, recall, specificity, and F-score. 

III. RESULTS AND DISCUSSION

Based on the results in Table 3, three features based on 
Zernike moment invariant algorithm can be significantly 

differentiated among the four classes of caries levels. Thus, 
the features are used to be input for machine learning. The 
results of machine learnings are presented in Figure 2, Table 
4, and Table 5. Figure 2 represented the results of training of 
three models (Fine KNN, Fine Gaussian SVM and Fine DT).  

The results are the best and the averages of accuracy 
training results per models due to the use of 10 folds cross 
validation method for dataset arrangement. Based on Figure 2, 
the results of the best and average performance per models are 
perfect performance of classification which are represented 
with AUC values more than 0.95 for each model. Several of 
our previous research can be found in detail in [21-23]. 

(a) (b) (c) 

Fig. 2. ROC Training (a) Fine KNN, (b) Fine Gaussian SVM, (c) Fine Tree. 

TABLE IV.  VALUE OF ACCURACY AND TRAINING TIME WITH FEATURE 
EXTRACTION METHODS FINE KNN, FINE GAUSSIAN SVM AND FINE DT 

Fine KNN Fine SVM Fine DT 

Acc 

(%) 

Time 

(%) 

Acc 

(%) 

Time 

(%) 

Acc 

(%) 

Time 

(%) 

Run 1 95.30 0.76 84.20 1.64 89.70 0.76 

Run 2 94.10 0.74 84.00 1.62 88.70 0.81 

Run 3 93.90 0.74 84.40 1.65 87.70 0.75 

Run 4 93.70 0.75 84.20 1.61 89.10 0.73 

Run 5 94.60 0.74 85.20 1.63 88.10 0.75 

Run 6 94.90 0.73 83.00 1.61 87.30 0.76 

Run 7 94.60 0.73 84.20 1.64 89.00 0.73 

Run 8 95.80 0.74 84.60 1.62 89.90 0.77 

Run 9 94.00 0.73 84.40 1.63 87.50 0.77 

Run 10 94.60 0.72 84.60 1.62 87.60 0.77 

Average 94.55 0.74 84.24 1.63 88.46 0.77 

 The results of 10 folds in term of accuracy and training 
time are tabulated in Table 4. The results are represented good 
performance of training accuracy and time for three models. 
The best training results in term accuracy and training time is 
Fine KNN model. The results achieved the highest accuracy 
of 95.8% in Run 8 and average accuracy of 94.55%. Whereas 
the highest and averages of accuracies for Fine Gaussian SVM 
result are 85.20% in Run 5 and 84.24%. The highest and 
average results of fine DT results are 89.7% in Run 1 and 
88.46%. The average results of training times are 0.74, 1.63, 
and 0.77 seconds for fine KNN, fine SVM, and fine DT, 
respectively. Based on the training results, Fine KNN has the 
best performances. 

The results of testing performances are represented in 
Table 5. The accuracy, precision, recall, specificity, and F-
score are compared for three models in the four classes. Based 
on Table 5, the best result of accuracy is achieved by fine 
SVM model with value 67% in class 3 and 4 whereas the fine 
KNN also achieved good value 65% in class 4. The best result 
of precision is achieved by fine SVM model with value 80% 
in class 3 and 73% in class 4 whereas the fine KNN model 
achieved good value 72%.  
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The best recall performance is achieved by Fine KNN and 
Fine Gaussian SVM models with value 75% in class 1. 
Whereas the best specificity and F score values respectively 
are 73% and 71% for fine Gaussian SVM model in classes 3 
and 4. F-score values of fine KNN model are quite same of 
67%, 65%, 63%, and 69% for classes 1 to 4.   

Based on the results, the performance of Fine Gaussian 
SVM model is better than Fine KNN model in term of 
precision, recall, and specificity with value up to 70% 
respectively.  

TABLE V.  TESTING PERFORMANCES WITH FEATURE EXTRACTION 
METHODS FINE KNN, FINE SVM AND FINE DT 

Metrics Models 

Class 

Class 1 

(%) 

Class 2 

(%) 

Class 3 

(%) 

Class 4 

(%) 

Accuracy 
KNN 63 61 59 65 

SVM 54 58 67 67 

DT 62 41 55 55 

Precision 
KNN 61 61 72 68 
SVM 48 64 80 73 

DT 70 48 57 57 

Recall 
KNN 75 69 56 69 
SVM 75 60 64 69 
DT 67 47 67 67 

Specificity 
KNN 51 51 63 59 
SVM 38 55 73 65 
DT 53 32 40 40 

F-score
KNN 67 65 63 69 

SVM 59 62 71 71 

DT 68 48 62 62 

IV. CONCLUSION

Performances of Fine KNN and Fine Gaussian SVM 
models are good for the classification task in caries level X ray 
images. The features from Zernike moment invariant are fed 
to be input of three machine learning models. The best training 
results in term accuracy and average training time is achieved 
by Fine KNN model with values 95.8% and 0.74 seconds. 
Whereas the highest Fine Gaussian SVM result is 85.2% of 
accuracy and training time is 1.63 seconds. The highest fine 
DT results is 89.7% of accuracy and 0.77 seconds in average 
training time. The average results of accuracy are 94.55%, 
84.24%, and 88.46% for Fine KNN, Fine Gaussian SVM, and 
Fine DT, respectively. For the testing performances, Fine 
Gaussian SVM model is better than fine KNN model in term 
of precision, recall, and specificity with value up to 70% 
respectively.  

The research of caries level classification can be improved 
in term of the precision, recall, and specificity in testing 
performances by adding the image processing algorithm and 
chosen model for classification.  
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