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Abstract— Coronavirus disease (Cm’ia‘)) is an infectious
disease that attacks the respiratory area caused by the severe
elte respiratory syndrome (SARS-CoV-2) virus. According to
the World Health Organization (WHO) as of April 2022, there
were more than 500 million r:a of Covid-19, and 6 million of
them died. One of the tools to detect Covid-19 disease is using
X-ray images. Digital X-ray images implementation can be
developed classification method using machine learning. By
using machine learning, the diagnosis of this disease can be
fas This study applied a features extraction method using
the Histogram of Oriented Gradients (HOG) algorithm and the
Linear Support Vector Machine (SVM), K-Nearest Neighbor
(KNN) Medium and Decision Tree (Df]'auarse Tree
classification methods. The study can be used in the diagnosis
of Covid-19 disease. The best method among the classification
methods is features extraction from HOG algorithm and DT
Coarse Tree. The highest values of accuracy, precision, recall,
specificity, and F-score were 83.67%, 96.30%, 78.79%, 98.25,
and 76.48%.

Keywords—Covid-19, mgmm of Oriented Gradients,
Support Vector Machine, K-Nearest Neighbor, Decision Tree.

I. INTRODUCTION

In the last three years, the world has been hit by a global
f@demic that has affected the entire world community.
Coronavirus disease (Cﬂvid-lis an infectious disease that
attacks the respiratory area caused by the Severe Acute
Respiratory drome (SARS-CoV-2) virus [1]. According
to data from the World Health Organization (WHO) as of
April 2022, there were more than 500 million cases due to
Covid-19, and 6 million of them died [2].

This Covid-19 disease is quite dangerous apart from
being deadly because the transmission of Covid-19 is very
fast. With its rapid spread and very easy transmission, fast
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and accurate detection is needed to prevent its spread. There
are several methods of detecting Covid-19 disease, one of
which is detection using x-ray images [3]. Although
diagnosis using Polymerase Chain Reaction (PCR) is more
widely used, detection with x-ray images is cheaper because
it can detect a large number of nts and is not limited by
test equipment [4]. However, the diagnosis of Covid-19
disease using x-ray images only be carried out by the
relevant expert or doctor. So it takes quite a long time and is
limited to the number of experts or doctors available [5] [6].

To speed up the diagnosis of Covid-19 disease, it is
carried out on a computer-based basis. The development of
computer-based Covid-19 disease detection is one of the
studies that has been widely developed. In gt years,
studies [7] [8] have used computers to help in the early
diagnosis of Covid-19.

Machine Learning (ML) is well known for its high-
performance image processing and its application in certain
image cl@@ifications. Thus, ML is an alternative for
automatic detection of Covid-19 disease using x-ray images.
The use of ML in the diagnosis of Covid-19 disease has been
carried out by several studies [9] [10].

Image processing is an important aspect in the ML
process. For an image to be analyzed using the ML method,
the image must be extracted (feature). One feature extraction
method that is quite often used is the Histogram of Oriented
Gradients (HOG). HOG feature extraction focuses on the
shape and angle of the feature gradient. Several related
studies that use HOG as a feature extraction method in
detecting Covid-19 images are. [S][11][12] yielded the
highest accuracy values of 98.66%, 98.11%, and 98.5%.
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To determine the image of Covid-19 and not the image of
Evid-19. a classification method is used. Several image
classification methods include Support Vector Machine
(SVM), K-Nearest lebur (KNN) and Decision Tree
(DT). Several studies related to the diagnosis of Covid-19
disease using the SVM, KNN, and DT classification methods
include [13] [12]. Several studies use other methods to be
applied in the detection of Covid-19 disease [14].

With only a few studies on Covid-19 images combined
with the HOG feature extraction method with the SVM,
KNN, and DT classification methods. Therefore, in this
study the HOG lamd, with the classification of SVM,
KNN, DT is used in the diagnosis of Covid-19 disease with
X-ray images.

II. METHOD

A. Data Collection

The image data used in this study is Covid-19 images
obtained from open datasets and Machin@carning Projects
Kaggle website with the type of lung X-ray images. The
number of Covid-19 images used is 1184 images, which are
divided into three types of images, namely Covid-19 images
(class 1), Pnem@a images (class 2), and Normal lung
images (class 3). The number of images for each class is 404
images for class 1, 390 images for class 2 and for 390 images
for class 3. The data is divided into 2 types of data sets,
namely training and testing. The amount of training data is
90% of the total image data, which is 1065 images, and for
data set testing is 10% of the total image data, which is 119

images.

/ Covid-19 Images /

Preprocessing

v

Feature Extraction:
(Histogram of Oriented Gradients Algorithm)

b

Classification Methods:
SVM, KNN, DT

!

Analysis:
Accuracy, Precision, Recall,
Specificitv. And F-Score

Fig. 1. System Design Flowchart

B. System Design

In this study, the analysis was carried out using the
MATLAB software version R2020a. The computer
specifications used during the Covid-19 image processing
process are shown in Table 1.

TABLE 1. COMPUTER SPESIFICATIONS
Hardware Specification
Processor Intel® Core i5 9400
RAM Memory 16GB
GPU Nividia RTX 2060 6GB

This COVEER19 image classification goes through
several steps, including pre-processing, feature extraction,
classification, [} analysis. The feature extraction used for
this study is the Histogram of Oriented GiffEknts (HOG)
algorithm. The classification method used is Linear Support
Vector Machine (SVM), K-Nearest Neighbor (KNN)
Medium and Decision Tree (DT) Coarse Tree. The whole
system design is shown in Figure 1.

C. Pre-pocessing

This Covid-19 image is divided into a training dataset
and a testing data set. The next process is preprocessing for
the two datasets. The original image with the 2 datasets was
flipped vertically as an effort to reproduce the image. To be
able to perform feature extraction using the HOG algorithm
of the image must be changed from an RGB image to a
Grayscale. The image that has been converted to grayscale is
converted to histogram to equalize the contrast value of the
image.

D. Feature Extraction

The testing and training datasets are processed to obtain
feature extraction. This feature extraction stage is carried out
after the image has been pre-processed. In this study, the
feature extraction used is the HOG algorithm, with the
extraction results totaling 36 features.

E. Classification

At this stage, classification is camried out with the
extracted data using HOG algorithm. @hssification is carried
out using 3 different methods, the classification methods
used include Linear Support Vector Machine (SVM), K-
Nearest Neighbor (KNN) Medium and Decision Tree (DT)
Coarse Tree. These three methods were tested ten times
running with 10% data validation of the training data. The
results of the classification are analyzed based on the training
computation and training accuracy. These results are
displayed on the Receiver Operating Characteristic (ROC)
graph.
F. Analysis

The results of the Covid-19 image classification were
analyzed using a performance matrix. The image dataset
used in this analysis is a testinfJataset. The performance
matrix analysis used includes accuracy, precision, recall,
specificity, and f-score. The results of the performance
matrix analysis are compared to get the best method.
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III. RESULTS AND DISCUSSIONS

A. Feature Extraction Result

The testing and training dataset images are feature
extraction using HOG algorithm and produce a total of 36
features for each image, with different extraction VEEJes. The
results of feature extraction with HOG algorithm are shown
in Table 2. Table 2 shows the average extraction results of 10
images in each class.

TABLE 1L FEATURE EXTRACTION RESULTS
Images 2 Histogram of Oriented Gradients
Class 1 Class 2 Class 3
1 0.142 0.144 0.149
2 0.149 0.145 0.149
3 0.144 0.146 0.139
4 0.149 0.136 0.154
5 0.143 0.125 0.143
6 0.150 0.135 0.137
7 0.144 0.127 0.141
8 0.147 0.133 0.145
9 0.145 0.133 0.142
10 0.151 0.139 0.146
Mean 0.147 £0.003 0.136+ 0.007 0.144 £ 0.005

B. Classification Result

The extracted data obtained were used for classification
using the Linear SVM, KNN Medium, and DT Coarse Tree
methods. Classification was carried out 10 times running for
each method. From the classification with these methods, the
value of training accuracy and training time is obtained. The
results of the classification, namely training accuracy and
EBhputational time are shown in Table 3 and the results of
the Receiver Operating Characteristic (ROC) graph. The best
ROC graph is shown in Figure 2.

Based on the results of image classification in Table 3,
the best training accuracy was obtained by KNN Medium
with the highest accuracy value of 70.50% and the fastest
time of 0.72 second. The average value of training accuracy
obtained by KNN Medium is 69.91% £ 0.33% and the
average computation time is 0.78 + 0.03. In contrast to KNN
Medium, the DT Coarse Tree method gets the lowest training
accuracy value, which is 62.40% with a time of 0.84
seconds. The average training accuracy of the DT Coarse
Tree method is 63.05% + 0.47% and time 0.88 +0.13.

C. Analysis Result

At this stage, a testing dataset that has been extracted has
been used as input. Testing data is tested using the best
training classification results from each method. The analysis
was carried ofelllsing a performance matrix comparison for
each method to find out thefBest method for classifying
Covid-19 images. The results of the performance matrix for
testing are shown in Table 4. The results of the best
confusion matrix of the three methods are shown in Figure 3,
the best confusion matrix for SVM Linear is 1% running,
KNN Medium is 3 running, and DT Coarse Tree is 5
running.

Based on the data shown in Table 4, the best performance
matrix in the classification of Covid-19 images is the DT
Coarse Tree method. The accuracy values obtained by the
DT Coarse Tree method are 78.10% for class 1, 83.67% for
class 2, and 70.09% for class 3. The precision values are
76.48% for class 1, 96.30% for class 2, and 48.15% for class
3. The recall obtained were 63.41% for class 1, 63.41% for
class 2, and 78.79% for class 3. The specificity results
obtained were 87.54% for class 1, 98.25% for class 2,
66.67% for class 4. Results F- the score obtained is 69. W%
for class 1, 76.48% for class 2, and class 3 is 59.78%. The
results of the comparison of these three methods can be seen
in the graph shown in Figure 4. From the graph, the
performance of DT Coarse Tree tends to be higher than the
other methods.

TABLE IIL CLASSIFICATION RESULTS
Run SVM Linear KNN Medium DT Coarse Tree
Accuracy (%) Time (5) Accuracy (%) Time (s) Accuracy (%) Time(s)
1 69.40% 1.21 69.80% 0.79 63.70% 1.28
2 69.30% 123 69.50% 0.81 62.50% 0.80
3 69.30% 122 T050% 0.76 63.20% 0.80
4 68.80% 123 69.90% 0.82 63.20% 083
5 68.50% 121 70.00% 0.77 62.70% 082
6 68.20% 1.22 T0.00% [ 0.75 62.60% 082
7 68.70% 1.24 69.30% 0.76 63.00% 082
8 68.20% 1.28 70.00% 0.72 62.90% 086
9 68.80% 133 70.30% 0.81 63.60% 085
10 69.10% 1.30 69.80% 0.79 62.40% 084
Mean 68.83% £0.42% 1.25+£ 004 69.91% +0.33% 0.78£0.03 63.05%+ 047% | 088+0.13 |
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Fig. 2. Best of Receiver Operating Characteristic Graph (a) SVM, (b) KNN, (c) DT
TABLE IV. ANALYSIS PERFORMANCE MATRIX RESULT
a SVM Linear KNN Medium DT Coarse Tree
Results = - =
Class I Class 2 Class 3 Class 1 Class 2 Class 3 Class 1 Class 2 Class 3
Accuracy 1 7037% 83.52% 66.09% 703 7% 81.72% 67.26% TRA10% 83.67% 70.09%
Precision 59.57% 96.55% 54.90% 58.18% T6.19% To.19% T6.48% 96.30% 48.15%
Recall 68.30% 60.67% 63.64% 78.05% 82.05% 54.24% 63.41% 63.41% T8.79%
Specificity CT1.64% 97.96% 6761% 6567% 81.48% | 81.48% 87.54% O9R8.25% 66.67%
E-score 63.04% TB.8T% 58.95% 66.67% 79.01% 63.37% 09.33% To.48% 59.78%
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IV. CONCLUSION

Covid-19 image classification using Linear Support
Vector Machine (SVM), K-Nearest Neighbor (KNN)
Medium and DecisTree (DT) Coarse Tree with feature
extraction by using Histogram of Offfted Gradients (HOG)
algorithm can be developed to help to classify the Covid-19
disease based on X-ray images. It can be concluded that the
DT Coarse Tree [EZ8thod is the method that produces the best
erformance in the classification of Covid-19 images. The
&iults of the DT Coarse Tree produce accuracy values for
class 1, class 2, and class 3 of 78.10%, 83.67%, 70.09%. The

precision values for class 1, class 2, and claa} are 76.48%,
96.30%, and 48.15%. The recall scores for class 1, class 2,
and class 3 were 6341%, 63.41%, and 78.79%. The
specificity results for class 1, class 2, class3 were 87.54%,
98.25, and 66.67%. The F-score results for class 1, class 2,
and class 3 were 69.33%, 76.48%, and 59.78%. Based on
these results, it is necessary to test using feature extraction
and other classification methods as a comparison reference
for the automatic detection method for Covid-19 disease.
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