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Intelligent Tutoring System (ITS) is an interactive e-learning tool to help students learn independently. Currently, the 
implementation ITS is still in laboratory scale, means ITS has not been used in large scale using internet technology. One of  
the difficulties is ITS has not fulfill yet the learning needs. The main requirement of current learning based-competency is the 
high number of students in mastery learning, on the other hand current learning activities could not overcome the problems of 
student characteristics and different learning speed in each student as well. The concept of mastery learning is an approach 
used in competency-based learning, which consists of repetition of learning for slow students, mastering for good progress 
students, and enrichment for fast students. In this paper, the model of ITS is designed to accommodate the competency-based 
mastery learning needs and be able to follow learning speed of each student. The design of ITS has learning sequences and 
gradually test student`s cognitive level. It could measure the position of student`s cognitive knowledge, be able to guide to 
reach mastery level, and give challenges for smart students. 
 
Keywords: ITS, mastery learning, cognitive level, learning sequence  

1. INTRODUCTION 

 

Intelligent Tutoring System (ITS) is interactive 

application program that is used as an information, a 
learning and an evaluation medium. One of the ways to 

make students could be learnt independently is by using 

ITS
1
. ITS is developed based on Computer Aided 

Instructional (CAI). CAI is appropriate for both fast and 

slow students, because the speed and material learning 

sequences is chosen by the student itself. Then, Learning 

Management System (LMS) is an e-learning web-based 
tool that successfully to manage the activities and 

learning administration
2
. ITS and LMS is supporting each 

other so possible combine both of them become iLMS 
(Intelligent Learning Management System)

3
. 

In conventional systems, the lecturer has a role as 

instructor and manager of learning activities. If an LMS is 
applied, the role as the instructor could be changed as a 

facilitator to the student to do learning activities 

independently. 
*
Email Address: purbohadi@yahoo.com  

LMS was designed as tools to manage the activities in 
order to the interactive tutorial facility need to be added. 

If an LMS is combined with ITS, the learning activities 

could be conducted by student anywhere and anytime. 
Then, the student has a higher opportunity to learn 

independently. If a student learns independently using 

ITS, means the teacher has a chance to monitor, to 
supervise student, and implement a variety of teaching 

strategies
4
 so that the number of students to mastery 

learning is higher. 

 

2. PROBLEM STATEMENT 

 

One of the problems in the implementation of 
mastery learning, is that each student has a different 

learning speed making it difficult for teachers to give 

students individual treatment, especially in the number of 

students learning a lot. ITS can be used to solve this 
problem because it can be integrated with the LMS to 

handle many of the students but is able to provide 

individual treatment.  

mailto:purbohadi@yahoo.com
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ITS can be used to help students achieve a certain 

learning objectives using the principles of mastery 
learning. In this paper the core of ITS is to provide a set 

of learning and assessment in order. ITS will adjust the 

learning sequences according to the level of 

understanding a student's pace. ITS shall be provided with 
a program to determine the next step of learning the most 

appropriate use of a specific algorithm, the paper uses 

Markov algorithm. The new problem that arises is how to 
use Markov algorithms for ITS sequence of learning so as 

to provide the most appropriate for a student to achieve 

learning objectives as quickly as possible according to the 
principles of mastery learning. 

 

3. OBJECTIVE AND MASTERY LEARNING 

 
The learning objective is competency for students 

that involved in an instructional set in form of learning 

activities. The result of this instructional activity is known 
by measuring the indicator by using diagnostic test. One 

of the learning objectives is achieved cognitive 

competency. The basic assumption of measuring indicator 

through diagnostic test is the amount of right answer 
shows the level of instructional objective achievement

5
. 

The students are considered the mastery learning if right 

answer at least 70% of total questions
6
. The learning 

based competency uses the mastery learning approach, in 

order to there are 95% student achieve mastery learning 

through an instructional set. The mastery learning is 
attained if the student has enough learning time and 

appropriate learning
7
.  

The approach of mastery learning was conducted 

when giving the learning properly and all students able to 
learn well

8
. Principally, the mastery learning happens 

students give appropriate learning, timing of study, and 

additional learning for students who has not understood 
yet. These ways are hard to be implemented using 

conventional one, moreover in group learning. The 

lecturer is hard to control and handle one-by-one of the 
student that have difficulties example of the faculty 

associated with emotional expression
9,10

, body language 

and communication
11,12

, and the provision of educational 

messages
9,10

, as well as of the students there is a need for 
alternative learning experiences, such as the use of 

interactive software mentioned in several previous 

studies
9,10,13,14

. Not only time limitation, but also many 
reasons are faced. Therefore, this is why the design of ITS 

is required to help the concept of mastery learning.  

The advanced cognitive taxonomy that is already made 

and becomes to be an operational taxonomy15. Table 1 
shows the example of the learning objective to understand 

a concept which has four activities (activity 1,2,3,4). 

Based on that taxonomy, the instructional design is easier 
to be made. The sentences arrange an instructional 

objective consists of processing statement (cognitive) 

using verb followed by an object that is processed 
(knowledge). The cognitive process consist of: (1) 

remember, (2) understand, (3) apply, (4) analyze, (5) 

evaluate, and (6) create. On the other hand, the 
knowledge process consists of knowledge about: (1) 

factual, (2) conceptual, (3) procedural, and (4) 

metacognitive. 

Table 1. Revised taxonomy table
9
 

Knowledge 
Cognitive 

Remember Understand    Apply Analyze Evaluate Create 

Factual 
Activity 

1 

Activity 

2 
- - - - 

Conceptual - Objective - 
Activity 

4 
- - 

Procedural 
Activity 

3 
- - - - - 

Metacognitive - - - - - - 

 

4. MODEL FORMULATION 

 
Every subject of learnings has objective to reach 

certain competency, or called as objective of general 

instructional. This competency is reached through sub 

competency or objective of particular instructional. Each 
sub competency is a sub topic and each sub topic is 

arranged to be finished in a certain time. In each sub topic 

is arranged an intelligent learning system module (ITS) to 
help students to reach sub competency. Next, the 

approach of mastery learning is used to divide the sub 

topic into three levels, such as repetition, completion, and 
enrichment (Table 2). 

Completion is the main part of learning to achieve 

sub competency, the repetition is the learning activities to 

help reach the sub competencies, and the enrichment is to 
develop knowledge of good students. Factual and 

conceptual material at a low cognitive level placed on the 

repetition of the students have studied their own 
assumptions or follow classroom learning activities, 

failing at the completion need to learn in the repetition. 

Mostly, the purpose of studying is on conceptual and 
procedural so that medium level is the subject of sub 

completions or a minimum standard of competency to be 

mastered by the students. Part enrichment material 

selected from procedural and metacognitive. 
Table 2. The design of ITS 

No Level Sub Part Cognitive Level 

1 Repetition 
Factual 1, 2 

Conceptual 2, 3 

2 Completion 
Conceptual 2, 3, 4 
Procedural 2, 3, 4, 5 

3 Enrichment 
Procedural 4, 5, 6 

Metacognitive 2, 3 

 

Intelligent of learning formulation is to determine 
the next best learning material for students, after 

completing a set of learning competencies to achieve a 

sub as soon as possible and as deep as possible.  
Every intelligent learning has a pre-test and post-test, 

which function as a placement test. Pre-test is to determine 

the initial state of the material or learn the topic for students. 

The state of student learning indicates the level of 

understanding for students learn at mastery learning. Student 

learning state measured by the test with a value between 0 
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and 100%, there are three conditions that are prescribed, 

namely:  

1. Learning outcome “excellent”, if it achieves 
scores of  85% 

2. Learning outcome “good”, if it achieves 65%  

score < 85% 
3. Learning outcome “less”, if it is achieved  

scores of < 65% 

Intelligent learning module state diagram shown in Figure 
1 below. 

GoodLess Excellent

Pre Test

Post test

Start

End

P/E
S/ES/G

R/E

S/L

F/GF/L

F/L R/L

P/G

R/G

Time is over or 

Pass

Time is over

Time is over 

 
Fig.1. Intelligent learning module state diagram 

 
If students are categorized as "Excellent" means it can 

be said to achieve basic competence (achieve mastery 

learning). Students in this condition will be given a series of 

learning that leads to the enrichment of learning, although it 

is likely to fail. There are four possible outcomes of learning: 

1. Finish (because of time limitation), ready to 
follow the post - test. 

2. Pass with learning outcome “excellent” (P/E) 

ready to follow the post - test. 
3. Repeat with learning outcome “excellent” (R/E) 

to give re-learning through enrichment materials 

4. Failed with learning outcomes “good” (F/G) to 
give learning for achievement level learning 

“medium” (mastering) 
Students who have a category of "good" means nearly 

reach the principal competence (mastering) but still needs 

reinforcement learning in order to achieve excellent category. 

There are three possible outcomes of “good”: 

1. Finish (because of time limitation), ready to 
follow the post - test. 

2. Pass with learning outcome “excellent” (P/E) so 

that able to get student achievement “excellent” 
or enrichment. 

3. Repeat with category “good” (R/G) ready to 

have re-learning 
4. Failed with category “less” (F/L) must follow 

remedial 
Students who have a category of "less" does not mean 

to say achieve basic competence though, they require to take 

a series of lessons to reach the category of "good". There are 

three possible outcomes of learning in the category of "less": 

1. Finish (because of time limitation), out or try to 

follow the post – test  

2. Pass with learning outcomes “good” (P/G), ready 

to get learning with learning achievement 

“medium” or mastering 

3. Repeat with category “less” (R/L), ready to get 

next learning with remedial learning 

4. Failed with category “less” (F/L), that will be got 

link to out. 

Decision making in ITS is used to determine next 

learning if a learning and test already be completed. There 

are two ways of decision-making that can be used: Markov 

algorithm (computational intelligence) or condition-action 

rules (unconventional intelligence). The intelligent learning 

module is built using three basic assumptions: 

1. A study subject (topic) consists of some basic 

concepts (sub-topic) 

2. Mastery learning of a topic could be achieved 

through learning accustomed to the learning 

progress 

3. One way to determine a student's learning 

progress is to measure the ability to answer 

random questions from a subject of study 

Intelligent learning module (ITS) is implemented on a 

course that consists of theory learning in some subjects 

(topics) with many supporting concepts (sub-topics). The 

working principle is to choose the order of ITS Training 

(tutorials) and quizzes which are most appropriate for a 

student to achieve mastery learning a topic with reasonable 

time and steps. 

The algorithm to determine the next state 

computationally using Markov decision theory has been 

used by Witheley
4
, the algorithm is as follows: 

a.   Choosing initial policy R = {Ri, iI}  

b. Solving the equation: 





N

Ij

jiijiii vRPRqgv )()(

 
c.   Determining decision k to each condition i  I so 

that giving maximum value: 

( )

, ( ). ( )
N

k

i ij j
k A i j I

Maximum q P a v R g
 

 
  

 
  

d. Value k maximum to each condition i resulting 

new decision R={Ri, iI} 

e.   If the new decision resulting 
k

iq  is not equal to 

previous decision then repeated the step b and c, 

otherwise stop 

f.  The next learning is conducted as alternative k in 

convergent condition. 

Above algorithm will be adapted as the basis for the design 

of ITS for mastery learning which will be described further 

in the next chapter. 

 

5. DISCUSSION 

 
Intelligent learning module (ITS module) is applied 

with respect to the learning outcomes of the lecturing set. 

The working principle is choosing sequence ITS module by 
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providing lecturing (tutorials) and quizzes that are most 

appropriate for students to achieve mastery learning a topic 

with reasonable time and steps. The state of learning is 

known by looking at the answers and score positions that 

have been obtained. Students, with the same score and 

answering questions with the same answer, have a different 

tutorial subject for next learning. It is depending on the 

calculation of the next position. More, the Witheley’s 

adaptation of the algorithm is described as follows: 

a. Learning state 

State So is a condition arising from an action taken by 

the previous decision. State written by i = 0, 1, 2 .... , N 

and displacement state written by j = 0, 1, 2, ......, N. The 

set of all states is denoted by I. If (S0) is the student's 

current state then there are 3 possible subsequent actions 

and 2 states which is made  (Figure 2), namely: 

a. Learning state L 

b. Correct answer state C 

c. Incorrect answer state IC 

State

L 

C

Correct

IC

Incorrect

State

So

A:{Teach} Q:{Questions}

PSQ

1-PSQ

 
Fig.2. States based on Witheley

5
 

 
b. Next learning activities 

Next activities or alternative decisions in ITS are all 

possible actions taken to a state, denoted by the notation 

k (I) = {1, 2, .....}. Next activity may be selected are: 

a. Continuing to the lower level 

b. Repeating in the same topic 

c. Repeating a new topic on the same level 

d. Continuing to the higher level 

c. Learning transition opportunities 

Opportunity of a process to move from one state to 

another on an alternative decision to k. Opportunity or 

probability of transition was written by notation PIJ
(k)

, i, 

j = 1, 2, ... N. 

d. Learning reward transition 
The reward is earned income as interstate implications 

of the transition to the alternative decision-k. Reward 

denoted by RIJ
(k)

, i, j = 1, 2, ... N. The reward has a value 

between -1 and 1 (excellent category), between -1 and 2 

(good category), or between -1 to 3 (less category), the 

value of negative reward called the piece. 

e. Next learning decision 
The decision is a step in taking an action as a procedural 

policy to achieve a strategic steps to get the optimal next 

state for the next learning activity. Mathematically 

expressed as a set of all the decisions taken in each state 

after a learning activity done.  

f. Optimal Decision 

Decision or optimal policy is one of the best decisions 
among alternative decisions taken. Optimal decision 

established through a Markov decision process. 

Mathematically expressed as a set of all decisions in 

any state that gives maximum reward or minimal 
pieces. 

g. Expectation Immediate Reward q 

Expectation Immediate Reward (EIR) is an award 
granted before moving from one state to the next. EIR 

denoted using q, written by: 





N

ij

k

ij

k

ij

K

I RPq

 
h. Reward Expectation Value v 

Reward expectation value g(R) is if the system has 

been running up to infinite time, and use R to policy 

decisions, if vi = the value of the variable reward, can be 

structured equation: 





N

ij

k

ij

k

ijii RPRqvg

 
Where i = 1, 2, …. N.  

Referring to the state diagram (Figure 1) and the 

formulation developed a state table can be set up as shown 

in table 2 below. The table consists of a state variable (i), 
alternative state (k), the next state probability PIJ

(k)
, reward 

obtained RIJ
(k)

, and the rewards are obtained according to the 

answer the EIR (Immediate Reward Expectation). 

Table 3 shows the shape of the data matrix to be 

processed using Whiteley’s algorithm. Here is the procedure 

that will be done by the ITS’s program to determine the 

position of the best of next activity. 

a. Giving the pretest. 

b. Choosing initial value R = {Ri, i (I} by using the 

pretest score, where R = pretest scores. 

c. Giving a learning and a problem for a theme 

according to the value R.  

d. Solving the equation after a question answered: 





N

Ij

jiijiii vRPRqgv )()(

 
e. Determining decision k to each condition i  I so 

that giving maximum value: 

( )

, ( ). ( )
N

k

i ij j
k A i j I

Maximum q P a v R g
 

 
  

 


 
f. Value k maximum to each condition I resulting new 

decision R= {RI, I (I} 

g. If the new decision resulting 
k

iq  is equal to 

previous decision not then repeated the step 2 and 3, 

otherwise (convergent) stop.  

h. The next learning is conducted as alternative k in 

convergent condition. 

i. Setting: new score = score + new R. 

j. Check the results of learning for a new position and 

move within their corresponding scores. 

k. Setting: R = new score. 

l. Repeat steps 3 to step 10 until completion or 
timeout 

m. Giving the posttest. 
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Table 3. Matrix of ITS states 

 

6. CONCLUSION 

 
From the above, the working principle is to choose 

the sequence of ITS module providing training (tutorials) 

and quizzes that are most appropriate for a learner to achieve 

mastery learning a topic with time and moves as possible. 

The next step is determined by looking at the current 

position and the results of calculations using the Whiteley’s 

algorithm. An adaptation of the algorithm is done by 

entering the algorithm into the learning cycle. Learning 

material adapted to a new position determined based on the 

score and the calculation of the best R value. Tutorial model 

of an intelligent learning module is built using three basic 

assumptions: 

a. A study subject (topic) consists of some basic 

concepts (sub-topic) 
b. Mastery learning a topic could be achieved 

through learning tailored to the learning progress. 

c.  One way to determine a student`s learning 

progress is to measure the ability to answer 

random questions from a subject of study. 

 

7. SUGGESTION 

 

The design of ITS with a complete learning 

approach using adapted Whiteley’s algorithm needs to be 
tested on the side of computing. Furthermore, require 

further study if applied to the higher number of users, this 

is necessary because the today mastery learning approach 
is designed to help a lecture to teach students in large 

numbers. ITS should be made using the SCORM standard 

so it can be included in an LMS. Adapted Whiteley’s 
algorithm involves matrix and repetition to solve an 

equation for each step and for each student. The greater 

the weight of students means a server so that the 
distributed model is more suitable. 
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