Regression
1995-2005

Variables Entered/Removed(b,c)

Variables Variables
Model 1 Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a All requested vartables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Ermmor of
Model R Square(a) Square the Estimate
1 .086(b) 004 002 .740091822§

a For regression through the origin {the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared fo
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Mode) Squares df Mean Square F Sig.
1 Regressio 6.380 5 1.276 2330 |  .040(a)
Residual 1470.123 : 2584 . 548 |
Total 1476.50;.§ 1 2689 E |

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficienis Coefficients
Mode! B Std. Error Beta ot Sig.

1 SEN | -.064 .032 -.038 -1.987 047
SEL 0186 .032 010 509 611
RAB .002 .03z .001 .067 947
KAM 043 .032 .026 1.340 1180
JUM 077 05> 046 2.376 018




Regression
1995

Variables Entered/Removedi(b,c)

Variables Variables
Model Entered Removed Method

1 JUM, KAM,
RARB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Ermor of
Model R Square(a) Square the Estimate
1 153(b) 023 oo | 3708001857

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F _Sig.
1 Eegressio 791 5 158 1.152 .334(a)
Residual 32.963 240 137
Total 33.754(b) 245 |

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comected for the constant because the constant is zero for regression
through the origin.

c Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients{a,b)
Unstandardized Standardized
Coeﬂ_icients Coefficients
Model B Std. Ermror Beta t Sig.
1 SEN -.055 .053 -.066 -1.033 .303
SEL 019 .051 .024 .379 705
RAB =027 .053 =032 =502 616
KAM 104 .053 125 1.966 .050
ALY nas n&3a 042 .659 S11




Regression
1996-2005

'
I

Varlables Entered/Removed(b,c)

Variables Variables
Modal Entered 1 Removed Method

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Meodel Summary

R Adjusted R | Std. Error of
Modsl R Square(a) Square the Estimate
1 064(b) .004 02 | 7675204908

a For regression through the origin (the no-intercept mode!), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 Eegressio 5.931 5 1.186 2.014 .074(a)
Residual 1436.819 2439 589
Total 1442.?5% 0444 |

a Predictors: JUM, KAM, RAB, SEL, SEN
b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin,

c Dependent Varizble: RETURN

d Linear Regression through the Origin

Coefficients{a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -.085 035 -.037 -1.851 064
SEL .016 034 ,009 A86 .648
RAB .005 034 .003 142 887
KAM .037 .035 021 1.054 292
JUM .081 .035 047 2.302 .021




Regression
1995-1996

Variables Entered/Removed(b,c)

Variables Variables
Model Entered Removed Method

1 JUM, KAM, .
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 104(b) 011 001 | 4038997500

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 Regressio 880 5 176 1079  371(a)
Residual 79.773 489 163 ;
Total 80.653(b) 494 !

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not carrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Varable: RETURN

d Linear Regression through the Crigin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Mode! B Std. Error Beta t Sig.

1 SEN -.014 041 -.016 -.346 .729
SEL .008 040 .009 .204 838
RAB .010 041 .010 233 816
KAM .065 041 071 1.588 113
JUM .067 041 073 1.631 104




Regression
1997-2005

Variables Entered/Removedi(b,c)

Variables Variables
Model . Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square{a) Square the Estimate
1 .065(b) 004 002 | 7906737478

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
vaniability in the-dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Sqguares df Mean Square F Sig.
1 Eegressm 5.881 5 1.176 1.853|  .099(a)
Residual 1389.969 2190 835
Total 1395.850( . 2185
b) 1 !

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -075 .038 -.042 -1.960 050
SEL 018 .038 010 474 .635
RAB .000 .037 .000 013 .990
KAM 038 038 021 896 319
JUM .079 039 | 044 2.051 040




Regression
1995-1997

Variables Enterad/Removed(b,c)

Variables Variables
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Crigin

Mode! Summary

R Adjusted R | Std. Error of
Mode! R Square(a) Square the Estimate
1 .039(b) 002 -005 | 6195538818

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Mode! Squares df Mean Square E Sig.
1 Regressio 429 5 086 2261  .951(a)
Residual 278.496 735 379 '
Totzt 278.925(b) - 740 | 1

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comrected for the canstant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Emor Beta t Sig.

1 SEN -.028 051 -.020 -.555 579
SEL -.037 .050 -028 -750 A54
RAB 025 051 .019 .503 615
KAM -.001 .051 000 -011 991
JUM -.004 051 -003 -.087 931




Regression
1998-2005

Variab!es Enteroed/Removed{b,c)

Variables Variables
Model Entered -Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested varlables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Crigin

Model Summary

R Adjusted R | Std, Errer of
Model R Square(a) Square the Estimate
1 .085(b) 007 .05 | 7820535188

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 ﬁegfes*"’i" 8.613 5 1.723 2817 |  .015(@)
Residual 1188.965 1944 612
Total 1 197.57% :l 1049

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefflclents(a,b)
Unstandardized Standardized
Coefficients Cosfficients
Mode! B Std.Emor | . Beta t Sig.

1 SEN -078 .040 -.044 -1.943 052
SEL 037 039 021 935 .350
RAB -007 .039 =004 -.167 .868
KAM .059 .040 034 1.494 .135
N n7 nan 061 2.678 007




Regression
1995-1998

Variables Entered/Removed(b,c)

Variables Variables
Model Entered 7 Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Ermor of
Model R Square(a) Square the Estimate
1 045(b) 002 -003 | 8585738327

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 Eegmsﬁb 1.484 5 297 402 848(a)
Residual 725.568 a82 730
Total 727.052(b) 987 i

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares Is not corrected for the constant because the constant is zero for regression
through the origin..

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients{a,b)
Unstandardized Standardized
Coefficients Coefficients
_Model B Std. Ermor Beta t Sig.

1 SEN 021 061 011 .345 730
SEL -.064 .060 -.034 -1,059 .290
RAB -036 061 -019 -.585 .559
KAM .005 .0B1 .003 .079 937
JUM 040 062 021 647 517




Regression
1999-2005

Variables Entered/Removed(b,c})

Variables Variables
Mode! Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary
R Adjusted R | Std. Error of
Model R Square(a) Sqguare the Estimate
1 118(b) 014 011 | 0398791843

a For regression through the origin (the no-intercept model}, R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square | F Sig.
1 Regressio 10500 5 2102|  4827|  .000()
Residual 738.943 1697 435 |
Total 749.452(b) | 1702 '

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -114 036 -076 -3.156 002
SEL 063 035 043 1.768 077
RAB 2024 035 016 570 503
KAM .065 036 044 1.810 070
JUM 098 .036 085 2.706 007




Regression
1995-1999

Varlables Entered/Removedi(b,c)

Variables Variables
Model Entered Removed Method
1 JUM, KAM,
RAB, SEL, Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 043(b) 002 -.002 .8816627143

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNCT be compared to

R Square for models which include an intercept.
b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F 3Sig.
1 EGQFQSSiO 1.770 5 .354 458 .808(a)
Residual 955,338 1229 TI7
Total 957.108(b) 1234 | 5

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comected for the constant because the constant is zero for regression

through the origin.
¢ Dependent Variable: RETURN
d Linear Regression through the Origin

Coefficlents{a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 SEN -.004 .056 -.002 -078 038
SEL .000 .0586 .000 -007 994
RAB -.037 .056 -.019 -.655 512
KAM .061 056 .031 1.075 .283
JUM na7 0R7 024 .B29 407




Regression
2000-2005

Variables Entered/Removed(b,c)

Variables Variables
Model Entered Removed .1 Methed

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a Al requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the QOrigin

Model Summary

R Adjusted R | Std. Eror of
Model R Square(a) Square the Estimate
! 121(b) 015 011 | 0941144800

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for mode!s which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Mode} Squares df Mean Square F Sig.
L Regressio 7.586 5 1517 4298  .001(a)
Residual 511.809 1450 : 353
Total 519.396(b) 1455 |

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not cemrected for the constant because the constant is zero for regression
through the origin.

c Dependent Variable: RETURN

d Linear Regression through the Origin

Coofficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Emror Beta t ‘Sig.

1 SEN -116 .035 -.085 -3.278 001
SEL .030 .034 023 871 384
RAB 034 .034 028 1.000 318
KAM .028 .035 .021 801 423
JUM 102 .035 075 2.889 004




Regression
1995-2000

Variables Entered/Removed(b,c)

Variables Variables
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, L. Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 .048(b) 002 -0o1 | 8907940538

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for mode!s which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of ‘
Model Squares df Mean Square F ___Sig.
1 Regressio |~ 474 5 495 584 l 536(a)
Residual 1062.613 1468 724 ;
Total 1065.083 1473

a Predictors; JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficlents{a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -037 049 -.019 -742 A58
SEL -.022 049 -.012 - 455 6849
RAB -048 049 -.025 -975 .330
KAM .048 050 025 967 334
NELY] naA n&an n23 880 379




Regression
1995-2000

Variables Entered/Removed{b,c)

Variables Variables
Model Entered Removed Method
1 JUM, KAM,
RAB, SEL, Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Emor of
Model R Square(a) Square the Estimate
1 048(b) 002 -.001 ..850794053?

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to

R Sqguare for models which include an intercept.
b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig._
1 Eegress:o 2.474 5 495 ! .684 .636(a)
Residual 1062.613 1468 724
Total 1065.086( 1 1473 ;
b) i ; !

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression

through the origin.
¢ Dependent Variable: RETURN
d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -.037 049 -019 742 458
SEL -.022 .049 -012 - 455 649
RAB -.048 049 -.025 -975 330
KAM .048 050 025 967 334
JUM 044 050 023 .880 379




Regression
2001-2005

Variables Entered/Removed(b,c)

Variables Variables
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Emor of
Model R Square(a) Square | the Estimate
! 137(b) 019 o15| ST7eT00TI1

& For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df _ | Mean Square F Sig.
1 Regressio 7.723 5 1.545 4633 |  .000(a)
Residual 403.694 1211 333
Total 411.417(0) 1218 i

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -.098 038 -.074 -2.602 .009
SEL .062 .037 049 1.706 .088
RAB 062 .037 048 1.700 .089
KAM 036 037 .028 .088 .323
JUM 116 .038 088 3.102 .002

a Dependant Variable: RETURN
b Linear Regression through the Qrigin

L




Regression
1995-2001

Variables Entered/Removed(b,c)

: Variables Variables
Model Entered .Removed Method

1 JUM, KAM, " T
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Squareia) Square the Estimate
L .049(b) 002 oo | 8189831013

a For regression through the crigin (the no-lntercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be. compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Modetl ) Squares df Mean Square F ' Sig.
1 rl'-}Zeng,-ssim . 2.800 5 560 B35 .525(a)
Residual 1149.637 1714 671
Total 1 1'52.43;§_ 1719

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comrected for the constant because the constant is zero for regression
through the origiri.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Caefficients
Model B Std. Error Beta t Sig.

1 SEN -.053 044 -.029 -1.188 235
SEL -.022 044 -.012 -.501 817
RAB -.033 044 -.019 -767 A43
KAM 045 044 025 1.016 310
JUM .042 045 .023 . .944 345




Regression
2002-2005

Variables Entered/Removed(h,t)

Variables Variables
Model Entered Removed Method
1 JUM, KAM, |~ - '
RAB, SEL, Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Qrigin

Model Summary

R Adjusted R | Std. Eror of
Model R Square(a) Square the Estimate
1 152(b) 023 otg | 727925135

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 rl?egressfc’ 7.459 5 1.492 4.547 .000(a)
Residual 316.608 965 328
Total 324.067(b) 970

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -.084 042 -.064 -2.015 044
SEL .083 041 065 2.044 041
RAB 065 041 051 1.606 108
KAM .039 041 030 850 342
JUM 139 042 108 3.319 001




Regression
1995-2002

Variables Entered/Removed(b,c)

Variables Variables
Medel Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 .058(b) 003 001 | 8008664005

a For regression through the origin (the no-intercept model}, R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of 1 |
Model Squares df | Mean Square F ! Sig.
1 Regressio 4311 5 862 1344  .243(a)
Residual 1256477 1959 | 541 !
Total 1260.783; 1984 - '

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not carrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients{a,b)
Unstandardized Standardized
Coefficients Cosfficients
Model B Std. Error Beta t Sig.

1 SEN -.063 .041 -.035 -1.558 119
SEL -.014 040 -.008 -.340 734
RAB -.037 .040 -.021 -921 357
KAM .049 041 027 1.199 231
nimM nes nA1t naq 1.376 169




Regression
2003-2005

Variables Entered/Removed(b,c)

Variables Variables
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimata
1 A71(b) 029 02z | 3393446512

a For regression through the origin {the no-intercept model), R Squars measures the proportion of the
variabllity in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Sqguare F Sig.
1 Eegressm 6.273 5 1.255 4.313 .001(a)
Residual 209.443 720 281 °
' 1
Total 215.716(b) 725 !

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficlents(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -.066 046 -.053 -1.443 150
SEL 094 044 079 2.152 .032
RAB .109 044 090 2.442 .015
KAM 027 045 .023 614 539
JUM 131 0n4s 107 2917 .004




Regression
1995:2003

Varlables Entered/Removed(b,c)

Variables Variables
Model Entered Removed- |. Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear-Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(z) | Square | the Estimate
! 057(b) 003 o1 | 775499528

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of §
Model Squares df Mean Square F Sig.
1 Eegressi" 4.240 5 848 1.411 217(a)
Residual 1323.170 2201 601 | ‘
Total 1327.41 g; | 2208 :

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin. ,

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficlents{a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta f Sig.

1 SEN -.050 037 -.020 -1.356 A75
SEL -.009 037 -.005 -253 .800
RAB -016 037 -.009 -.440 660
KAM .048 037 .028 1.304 192
JUM 067 037 038 1.805 .071




Regression
2004-2005

Variables Entered/Removed(b,c)

Variables Variables
Model Entered Removed Method
1 JUM, KAM,
RAB, SEL, Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regrassion through the Qrigin

Model Summary

R Adjusted R | Std. Emror of
Model R Square(a). Square the Estimate
1 188(b) 035 25 | 5484924338

a For regression through the origin (the no-intercept model), R Sqguare measures the proportion of the
variabifity in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Sguare for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 Eegfessm 5.291 5 1.058 3.517 .004(a)
Residual 143.803 478 .301
Total 149.094(b) 483

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

g Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 SEN -129 .057 -101 -2.252 025
SEL 130 .055 106 2.368 018
RAB 084 .055 .069 1.529 27
KAM 018 056 .015 330 J41
JUM 119 087 085 2111 .035




Regression
1995-2004

Varlables Entered/Removed(b,c)

Variables Variables
Model Entered Removed Method
1 JUM, KAM,
RAB, SEL, Enter
SEN(a)

a All requested variables entered.
b Dependent Vatiable: RETURN
¢ Linear Regression through the Origin

Model Summary

. R Adjusted R | Std. Ermror of
Model R Square(a) Square the Estimate
1 062(b) 004 02 | 76020068230

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 segressio 5.305 5 1.079 1.867 .097(a)
Residual 1410.912 2441 1 578
Total 1416.30;; 2445 ‘ 4

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Madel B Std. Emror Beta t Sig.

1 SEN -.060 .035 -.035 -1.730 084
SEL 007 .034 .004 210 834
RAB 004 .034 .002 106 915
KAM .039 .034 .023 1.135 256
JumM n78 035 045 2.236 025




Regression
2005

Variables Entered/Removed(b,c)

Variables Varjables
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
.b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
L 162(0) 026 opg | 4962373123

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
‘Model Squares df Mean Square F Sig. |
1 gegressiﬂ 1.589 5 318 1.290 |  .269(a)
Residual 58.608 | 238 248
Total 60.197(b) | 243

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not comected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Emror Beta t Sig.

1 SEN -.101 .070 -.092 -1.435 153
SEL 105 070 .096 1.500 135
RAB -013 07 -012 -.188 851
KAM 080 on 072 1.127 261
JUR.. 068 074 059 915 2361

a Nonendenf VVariahla: RETURN



Regression
1995 - 19 Ags 1998

Varlahles Entered/Removed(b,c)

Variables Variables
Mods! Entered Removed | Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Mode! Summary

R Adjusted R | Std. Errorof
Model R Sqguare(a) Square the Estimate
1 051(b) 003 003 | +7909556261

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
L Regressio 1.430 5 286 4571 .808(a)
Residual 556.168 889 626
Total 557.598(b) | 894 |

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 SEN .015 059 .008 249 .803
SEL =037 058 -022 -.643 521
RAB -.039 .059 =022 -.669 504
KAM -.033 .059 -018 -547 584
RIYLY nRo? 0RN 035 1.032 .303




Regression
20 Ags 1998 — 2005

Varlables Entered/Removed(b,c)

Variables Variables
|.Model Entered Removed Method
1 JUM, KAM,
RAB, SEL, Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Squarse the Estimate
1 101(b) 010 ooz | 7128041384

a For regression through-the origin (the no-intercept made!), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares of Mean Square F Sig.
1 ?egressio 9.425 5 1.885 3710 | .002() |
Residual 909.481 1790 .508
Total 918.905(b) 1795

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficlents(a,b)
Unstandardized Standardized
Coefficients. Coefficients
Model B Std. Error Beta t Sig.
1 SEN -.104 .038 -.064 -2.727 006
SEL 043 .037 027 1.153 249
RAB 022 .037 014 604 546
KAM .080 .038 050 2.128 .033
JuM 084 038 052 2.211 027




Regression
1995 — 20 Ags 1998

Variables Entered/Removed(b,c)

Variables Variables:
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 051(b) 003 003 | 7908381503

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c.d)
Sum of
Model Squares df Mean Sguare F Sig.
1 Eegressio 1478 5 296 473 .797(a)
Residual 556.621 880 . 625
Total 558.099(b) 805 |

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Mode! B Std. Error Beta t Sig.

1 SEN 015 059 .008 249 .803
SEL -.037 .058 -022 -.643 520
, RAB -.039 .059 -022 -.669 504
KAM " -036 059 -.021 -613 540
RiRlY ] nR" NRN 035 1.032 302




Regression
21 Ags 1998 - 2005

Variables Entsred/Removed(b,c)

Vanables Variables
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Mode! Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 102(b) 010 008 .7127593202

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for medels which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig. |
1 Eegressio 9.546 5 1.909 3.758 .002(a)
Residual 508.858 , 1789 508
Total 918.405(b) 1794 ;

a Predictors: JUM, KAM, RAB, SEL, SEN
b This total sum of squares is not corected for the constant because the constant is zero for regression

through the origin.
¢ Dependent Variable: RETURN
d Linear Regression through the Origin

Coefficients(a,b}
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.

1 S8EN -104 .038 -.064 -2.728 .008
SEL 043 037 027 1.153 .249
RAB 022 037 .014 604 546
KAM 082 038 .051 2.184 029
JUM 084 .038 052 2.211 .027




Regression
1995 — 25 Jan 1999

Variables Entered/Removed(b,c)

Variables Variahles
Model Entered Removed Method .

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 038(b) 001 -.004 871 5678343

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 Eegressm 1.075 5 215 283 |  .923(a)
Residual 754.313 893 | .760 t
Total 755.388(b) | 008

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B * Std, Emor Beta t Sig.

1 SEN 006 062 003 105 816
SEL -.056 061 -.029 -920 .358
RAB -.034 061 -018 - 560 576
KAM 015 .062 007 234 815
[ ~— Ann n4ta A4 RR4




Regression
26 Jan 1999 — 2005

Variables Entered/Removed(b,c)

Variables Variables
Model . Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a Al requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Sguare(a) 'Square the Estimate:
L 118(b) 014 11 | 494330407

‘a For regression through the origin (the no-intercept model), R Square measures the proportion-of the
variability in the dependent variable about the origin explained by regression. This CANNOT be cbmpared to
R Square for models which include anintercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Square F Sig.
1 EeglressIo 10.023 5 2,005 4,753 .000(a)
Residual 711.093 1686 422
Total 721.115(b) 1691

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regrassion
through the origin. _

¢ Dependent Variable: RETURN

d Linear Regression through the Crigin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta 1 Sig.

1 SEN -.106 .036 -072 -2.979 © .003
SEL 059 .035 .041 1.679 093
RAB 023 .035 .016 668 504
KAM 080 .035 .04 1.683 .003
JUM 106 .036 072 2.985 .003




Regression
1995 ~ 26 Jan 1999

Varlables Entered/Removad(b,c)

Variables Variables
Model Entered Removed Method
A JUM, KAM, '
RAB, SEL, Eriter
SEN(a)

a All requested variables entered.
b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std. Error of
Model R Square(a) Square the Estimate
1 034(b) 001 004 .8729899322

a For regression through the origin (the no-intercept model), R Square measures the proportion of the
variability in the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of l
Mode! Squares df ! Mean Square F Sig.
1 rl?egressio 892 5| 178 234 .948(a)
Residual 757.539 994 l .762
Total 758.430(b) 899 | :

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not coirected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coofficients(a,b)
Unstandardized Standardized
Coefficients Coefficlents
Model B Std. Error Beta t 8ig.

1 SEN .006 062 003 105 918
SEL -.047 .061 -.025 777 | 437
RAB -034 061 -018 -.559 576
KAM 015 062 .007 234 815
JUM 027 063 014 433 665




Regression
27 Jan 1999 - 2005

Variables Entered/Removed(b,c)

Variables Variables
Model Entered Removed Method

1 JUM, KAM,
RAB, SEL, . Enter

SEN(a)
a All requested variables entered.

b Dependent Variable: RETURN
¢ Linear Regression through the Origin

Model Summary

R Adjusted R | Std., Error of
Model R Square(a) Square the Estimate
1 417(b) 014 11| 6483228150

a For regression through the origin {the no-intercept model), R Square measures the proportion of the
variability in.the dependent variable about the origin explained by regression. This CANNOT be compared to
R Square for models which include an intercept.

b Predictors: JUM, KAM, RAB, SEL, SEN

ANOVA(c,d)
Sum of
Model Squares df Mean Sguare F Sig.
1 }:egressm 0.830 5 1.966 4677 .000(a)
Residual 708.243 1685 A20 :
Total 718.073(b) 1590 ;

a Predictors: JUM, KAM, RAB, SEL, SEN

b This total sum of squares is not corrected for the constant because the constant is zero for regression
through the origin.

¢ Dependent Variable: RETURN

d Linear Regression through the Origin

Coefficients(a,b)
Unstandardized Standardized
Coefficients Coefficients
Model B - | Std.Erfror Beta t Sig.

1 SEN -.106 .036 -072 -2.984 003
SEL 054 035 037 1.540 124
RAB .023 .035 016 .669 503
KAM 060 .035 041 1.686 092
JUM 106 036 072 2.970 | . .003

a Dependent Variable:-RETURN
b Linear Regression through the Origin




